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Abstract:
This paper contains information about Second
Chance Mating in genetic algorithms applied to
pathfinding and its effectiveness. The experiment
found that Second Chance Mating was statistically
significantly slower than a genetic algorithm without
Second Chance Mating implemented.

1. Introduction:
Genetic algorithms are used for special types of

problems. They are used when a problem becomes
computationally expensive and an approximate
solution can be used. A good example of a problem
that genetic algorithms could be applied to is the
Traveling Salesman Problem. Genetic algorithms
were first introduced back in the 1960s by John
Holland and were based on Darwin's Theory of
Evolution.

2. Literature Background
Below is information about genetic algorithms

and how they were implemented for pathfinding in
this experiment. Also there is information about
Second Chance Mating.

2.1 What A Genetic Algorithm Is And How They
Are Implemented:

Genetic algorithms are search algorithms that
jump around through the possible solution set of the
problem and test each solution and give it a “fitness”
which is a rating of how “good” the solution is. The
higher the fitness is the better the solution is at
solving the problem [6]. Before the genetic algorithm
can be made there must be a way of encoding the
genome. Which will be discussed later.

Figure 1: This is an example pseudocode for a
genetic algorithm.

2.3 Initialize Population:
The first step of a genetic algorithm is to

initialize the first population. A population is a group
of individuals which contain a random range of
possible solutions from the solution set [8]. A
population's size often depends on the type of
problem being solved. Sometimes the size of the
initial population has an effect on the accuracy and
the speed in which the genetic algorithm finds a
solution.

2.4 Evaluate Fitness/Fitness Function:
The next step of the genetic algorithm is to

evaluate the population. This is done using a fitness
function. Each individual in the population is tested
in the fitness function and assigned a fitness score.
The higher a fitness score is the better that individual
was solving the problem [4]. A fitness function is one
of the most important parts of the genetic algorithm.
If the fitness function is wrong then the genetic
algorithm will have a hard time succeeding or will
flat out fail. The fitness function is also one of the
hardest parts of a genetic algorithm because for every
problem the fitness function will be different.

2.5 Selection:
After each individual in the population has been

tested and given a fitness score. Next is selecting
individuals for mating from the population. This may
seem like a random process but it is not entirely. The
higher an individual's fitness score is, the more likely
they are to be chosen for mating. This ensures that
the better, more fit individuals pass on their better



solutions. This is modeled after Darwin's Theory in
which the fittest survive [6].

The method used for selection involves
normalizing the fitness scores of each of the
individuals. Normalizing means taking the fitness
scores and cramming them between two set values
like 0-1. Then a random individual in the population
is selected to look at their fitness score. Next a
random number between 0-1 is generated. If the
individual's fitness score from earlier is greater than
or equal to the random number then that individual is
selected for crossover. If the Individual's fitness score
is less than the randomly generated number then the
process will be repeated until an individual gets
selected. This process will repeat two times in order
to get parent A and parent B for crossover. Also the
parents can not be the same.

2.6 Crossover:
The next step is the actual mating of Parent A,

and Parent B. The method that does this is called
crossover. The crossover method just like in actual
biology takes parts of both the parents' solutions and
mixes them together in some form to create a new
individual called a child [4], [5], [7]. There are many
ways in which to cross over the two parents'
solutions. This is an example of how it is done.

Two Point Crossover:

Parent A Child A

Parent B Child B

Two point mutation takes two random points in
the parents solution and mixes them together to create
the children. A good question is what to do with the
children? Since there is a way to create children using
the previous population it is time to create a new
population, and this is done by repeating the selection
and mating methods until there is a new full
population of individuals with better, more fit
solutions [4]. Ten fixed cut points were used in both
genetic algorithms for the experiment.

2.7 Mutation:
During the crossover period there is something

called mutation that takes place. Mutation just like in
real life has a random chance of occuring [7]. In
genetic algorithms, there is a small probability that at
a single point in the solution it could change. This is a
basic example of mutation.

Ex: Child before mutation 1 1 1 1 1 1 1 1
↑          ↑

Mutation occurs here

Child after mutation    1 0 1 1 1 0 1 1
↑          ↑

The bits were flipped in these locations

2.8 Generating Next Population:
After having a brand new population also known

as a new generation. This generation after crossover
and mutation will have the best traits of the old
populations solutions and variation from the parents
due to mutations. This will hopefully lead to better
and more fit individuals in this population [4].

The Fitness Function, Selection, and
Crossover/Mutation are repeated creating new
generations and eventually the genetic algorithm will
be better and more optimal solutions until eventually
little advancement is made. The fittest individuals in
that final generation are close to the optimal solution
and are considered complete.

2.9 Variables that affect a Genetic Algorithm:
Now it's time to talk about what factors go into

affecting the speed of the algorithm and how valuable
the solution it finds will be. The first variable is
Population size. The size of the population affects the
value of the final solution. If the population size is
too big the solution at the end may not be as optimal
as it could be. And if the population size is too small
there may not be enough variation meaning the
genetic algorithm will never make any progress. The
next factor is the mutation rate. Too high of a
mutation rate will cause the genetic algorithm to
converge on a less optimal solution because it will be
jumping around in the solution set too much. And too
low of a mutation rate will cause the population to
plateau and not make any improvements. Also the
method of crossover will have an effect on the
genetic algorithm [6], [7].



2.10 Genetic Algorithm applied to pathfinding:
A genetic algorithm will be used in order to find

the optimal path in a pathfinding problem. The agents
will have to travel across a 2D plane and reach a goal.
At first the agents will move around randomly. But as
generations pass the agents will start to get closer to
the goal and find a better path due to the genetic
algorithm.

2.11 Encoding of the Chromosomes:
To create the individuals for the genetic

algorithm in pathfinding the chromosomes will look
like this below.
Individual A
DNA: “16253”
Key: 1 = North 5 = Northeast

2 = East 6 = Southeast
3 = South 7 = Southwest
4 = West 8 = Northwest

Translation for solution: North, Southeast, East,
Northeast, and South
This will allow the agents to move around on the
screen by updating their (x,y) coordinates according
to the direction in the chromosome [1], [2], [3].

2.12 Fitness Function:
To calculate the fitness of the agents the genetic

algorithm will use the Manhattan distance, which is
the distance between two points.

Ex:
Individual Goal
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Before reaching the goal the agent's fitness score
will be calculated as such.

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 1/((𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 * 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒) + 1) 

If the agent reaches the goal the agent's fitness
score will be modified to be calculated as such.

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =  1000000/(𝑀𝑜𝑣𝑒𝑠 * 𝑀𝑜𝑣𝑒𝑠) + 1

This is done so that after the goal is found the
agents will begin focusing on making the original
path found more optimal. The fitness scores of the
agents who reach the goal must be much higher than

the agents who do not reach the goal. This is because
the agents with a higher fitness will be more likely to
get selected for crossover.

2.13 The playing field:
The agents will be moving around on a 2D field

and if they touch the outer wall of the field they will
stop moving and their fitness will be calculated from
that point on.

2.14 Second Chance Mating:
Second chance mating is taking the most fit

individuals from the previous generation and saving
slots for them and directly inserting them into the
next generation. There will also be children generated
in the same method mentioned above.

3. Primary Objective:
The primary objective is to analyze the impact of

the second chance mating approach in genetic
algorithms for simple pathfinding.
Governing Propositions:

● The task will be a simple pathfinding
problem.

1.5 person weeks over 1 semester

4. Hypothesis:
: There will be no significant difference𝐻

𝑜
between second chance mating in a genetic algorithm
than without.

: There will be a significant difference in a genetic𝐻
𝑎

algorithm using second chance mating.
Why: The more fit individuals DNA from the
previous generation is not just thrown away. They
have a second chance to pass on their DNA.



5. Goal Tree:

6. Experiment Design:
Data will be collected on the following

experiments 5% , 10%...30% carry over rates for
second chance mating. As well as data for the genetic
algorithm without second chance mating
implemented. Each experiment will be run 30 times
in order to have enough samples for statistical
analysis.

7. Solution Description:
Tools: Java, Eclipse IDE

Implement a genetic algorithm using second chance
mating and evaluate its effectiveness when applied to
pathfinding.

8. Results:

Figure 2: This is the data showing the average
number of generations each experiment took to first
reach the goal.

Figure 3: This is the data showing the average
shortest path found in each experiment.

Figure 4: This is the data showing the average
time in seconds each experiment took.

9. Conclusion:
Based on the results of the statistical analysis the

genetic algorithm using second chance mating
performed worse than the genetic algorithm that did
not use second chance mating. Except for the case



where the carry over rate was 5%. There it was found
that there is no statistically significant difference.

10. Future Work:
Experiment with carry over rates less than 5%

and look to see what those results will be.
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